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 Yang, D.; Parikh, A.; Raffel, C. Learning with Limited Text Data. Proceedings of the 60th Annual Meeting of the Association for 
Computational Linguistics: Tutorial Abstracts 2022. (Via https://twitter.com/hmd_palangi/status/1528298774036103169) 

https://twitter.com/hmd_palangi/status/1528298774036103169
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Nat. Chem. 2022, 14 (4), 365–376. 
Images: E. PETERSEN/SCIENCE, University of Cambridge 

a b

Much of Chemical Data Is in Text Form

(But still very multimodal.)
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Finding the Best 
Pancake Recipe
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Finding the Best Pancake Recipe in the 
Conventional Way

Time ⏰ Banana 🍌 Milk 🥛 Egg 🥚

30 1 100 0

10 0 129 0.5

5 2 140 1

12 2 80 2

Rating 🤩

4

5

3.4

2

Correlating descriptors with 
ratings

Machine learning models 
correlate recipe descriptors to 
ratings 

In this way, we could score new 
recipes
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Chemical Data Is 
Context-Dependent

Processing history of materials, synthesis 
procedure, ….  

Too flexible for tabular data

Nat. Chem. 2022, 14 (4), 365–376.

You have 
to shake it only 

gently!



Making pancakes: 
Generalized 
Learning on Scale

Large-language models can 
answer natural language queries. 

It can do without being explicitly 
trained to do so.

88

Nat. Chem. 2022, 14 (4), 365–376.  
Commun Chem 2022, 5 (1), 1–8.  
Chem. Sci. 2021, 12 (10), 3587–3598. 
J. Chem. Educ. 2022, 99 (2), 561–569.



Making pancakes: 
Generalized 
Learning on Scale

99https://www.nytimes.com/2023/03/14/technology/openai-new-gpt4.html

Very flexible interaction  

Useful assistants
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Actionable Machine Learning Powered By Large 
Language Models

“Conventional” ML works on data we have little direct control over.
See also work of Andrew White and co-workers (White, A. D. Nat Rev Chem 2023, 1–2)
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An LLM Is a Bit of Code and a Lot of 
Numbers

12

140GB ~500 lines 
of C code

Code to define a model shape 

A lot of numbers to define the 
model parameters 

Slides taken from Andrej Karpathy



The Numbers Are Obtained by “Compressing” 
the Internet

13

6,000 GPUs for 12 days, ~$2M 
~1024 FLOPS

Chunk of the internet, 
~10TB of text ~140GB file

*numbers for Llama 2 70B 
Lossy compression compared to zip file Slides taken from Andrej Karpathy



The “Compression” Happens by Next Word 
Prediction

14Slides taken from Andrej Karpathy

cat

sat

on
mat (97%)

e.g. context of 4 words predict next word

a
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Word2Vec Maps Words Into Vectors

https://jalammar.github.io/illustrated-word2vec/
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Word2Vec Maps Words Into Vectors

https://jalammar.github.io/illustrated-word2vec/arXiv:1509.01692v4 2016



Unsupervised Word2Vec Prediction of Novel 
Thermoelectrics

17
Nature 2019, 571 (7763), 95. 
Perspective: Nature 2019, 571 (7763), 42–43.

What is the most likely next 
word? 

Requires learning what words 
often occur in the same context. 
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What is the most likely next word? 

Requires learning what words often occur in 
the same context. 

Applying this material science abstracts 

What materials occur in the context of 
“electrochemical”? 

Nature 2019, 571 (7763), 95. 
Perspective: Nature 2019, 571 (7763), 42–43.

Unsupervised Word2Vec Prediction of Novel 
Thermoelectrics
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Embeddings constructed this way 
cluster in a meaningful way 

Materials from the same class cluster 

Nature 2019, 571 (7763), 95. 
Perspective: Nature 2019, 571 (7763), 42–43.

Unsupervised Word2Vec Prediction of Novel 
Thermoelectrics
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What are the materials closest to 
“thermoelectric” 

Many have been reported for this 
application, but many have not. 

Predicted materials tend to even be 
better than average 

In DFT, and this with only Word2Vec on 
abstracts 

Tshitoyan, V.;  et al.. Nature 2019, 571 (7763), 95. 
Perspective: Isayev, O. Nature 2019, 571 (7763), 42–43.

Unsupervised Word2Vec Prediction of Novel 
Thermoelectrics
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Efficient 
Compression 
Might Require 
the Model To 
Learn a “World 
Model”

Slides based on slides by Andrej Karpathy

We need to learn certain 
facts (and concepts) to be 
good at next word prediction 
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“Real” Model Pipeline

Drew Farris, Edward Raff and Stella Biderman: “How GPT Works”
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Words to Vectors

Drew Farris, Edward Raff and Stella Biderman: “How GPT Works”

Tokenization splits text into fragments  

Fragments are embedded in vectors  

Position is encoded 
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Positional Encoding Is 
Important

Attention (and the transformer 
without positional encoding) is 
permutation equivariant!

The man ate the fish

The fish ate the man
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Attention To Let Words Interact

I am really looking forward to the workshop and am excited to meet 

the participants.  

They have so many interesting backgrounds!

“They” should “attend” to participants. 

Simon Prince: “Understanding Deep Learning”
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Attention as Routing

Simon Prince: “Understanding Deep Learning”

<latexit sha1_base64="nQjrh7mlinp/UHhS2MLkCIPSK+s=">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</latexit>

sa[xn] =
NX

m=1

a[xn,xm]vm
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Attention as Routing

qn = βq + Ωqxn

kn = βk + Ωkxn

a [xn, xm] = softmaxm [sim [kmqn]]

=
exp [sim [kmqn]]

∑N
m′ =1 exp [sim [k′ mqn]]

,

a [xn, xm] = softmaxm [kT
mqn]

=
exp [kT

mqn]
∑N

m′ =1 exp [kT
m′ 

qn]
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Matrix Form of Self-Attention

Simon Prince: “Understanding Deep Learning”
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Transformers Transform Embeddings

Simon Prince: “Understanding Deep Learning”

Without the MLP it would just be a simple re-averaging!
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Adding 
More 
Heads



31arXiv 1706.03762 2017

Use Multiple 
Attention Heads 
To Increase 
Expressivity

Perform the same operation multiple 
times
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Decoder Model Pipeline

Simon Prince: “Understanding Deep Learning”
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Decoder Model Pipeline

Simon Prince: “Understanding Deep Learning”

<latexit sha1_base64="LwyxvEQlnerT+QB7n9FcqC2vtNg=">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</latexit>

Pr(t1, t2, . . . tN ) = Pr(t1)
NY

n=2

Pr(tn|t1 . . . tn�1)
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And It Is Something We Can Scale Well

Advantage for sequence length (n) <<  representation dimension (d)

arXiv 1706.03762 2017
Transformers: Can do many parallelizable computations at once!
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And It Is Something We Can Scale Well

RNN takes O(sequence length) for words to 
interact

Slides based on Stanford CS224

Self-attention can make all words interact in 
constant time



36

Scale Helps… So Far Predictably 

Hoffmann, J.; et al. arXiv::2203.15556 2022.Kaplan, J.;  et al.  arXiv:2001.08361 2020.Rich Sutton’s bitter lesson 2019
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Scaling Up Is Moving Fast
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How To Train Your Own ChatGPT?

Slides based on slides by Andrej Karpathy

Stage 1: Pretraining 
1. Download ~10TB of text. 
2. Get a cluster of ~6,000 GPUs. 
3. Compress the text into a neural network, pay ~$2M, wait ~12 
days. 
4. Obtain base model.

every 
~year

every 
~week

Stage 2: Finetuning 
1. Write labeling instructions 
2. Hire people and collect 100K high-quality ideal 
 Q&A responses and/or comparisons. 
3. Finetune base model on this data; wait ~1 day. 
4. Obtain assistant model. 
5. Run a lot of evaluations. 
6. Deploy. 
7. Monitor, collect misbehaviors, go to step 1.
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You Could Fly More Than 500 
Times Across the Atlantic for GPT-3

Luccioni, A. S.; Viguier, S.; Ligozat, A.-L.  arXiv:2211.02001 2022. 



40 arXiv:2211.04325 2022
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Instruction Tuning Makes Models Assistant

 arXiv:2203.02155 2022Supervised fine-tuning on question/answer pairs
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Optimization for Human Preferences

 arXiv:2203.02155 2022Stanford CS224 slides

Reward higher for more helpful answer.

Ranking is easier than labeling.
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Optimization for Human Preferences

Simon Prince, borealisai.com

http://borealisai.com
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Optimization for Human Preferences

We cannot backprop because the reponses are randomly sampled!

Simon Prince, borealisai.com

We have to use reinforcement learning!

http://borealisai.com
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RLHF Destroys Calibration

 arXiv:2303.08774  2023



46Time magazine 2023
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48 arXiv:2303.12712 2023 



49Lucas Beyer, http://lucasb.eyer.be/transformer

http://lucasb.eyer.be/transformer


50Lucas Beyer, http://lucasb.eyer.be/transformer

http://lucasb.eyer.be/transformer
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LLM Hackathon

Ben Blaiszik
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LLMs Can Play Many Roles

Director 
Orchestrating tools and 
creating novel interfaces

Curator 
Extracting structured 

data

All knowing professor 
Making experience and 
knowledge accessible 

Teacher 
Creating infinite amount 
of personalized feedback
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All knowing 
professor 

Making experience 
and knowledge 

accessible 

Prediction as text completion
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Predictions as Text-Completion

composition phase
Co1Cu1Fe1Ni1V1 multi-phase

Pu0.75Zr0.25 single-phase
BeFe multi-phase
LiTa multi-phase

Nb0.5Ta0.5 single-phase
Al0.1W0.9 single-phase
Cr0.5Fe0.5 single-phase

Al1Co1Cr1Cu1Fe1Ni1Ti1 multi-phase
Cu0.5Mn0.5 single-phase

OsU multi-phase

prompt completion
What is the phase of Co1Cu1Fe1Ni1V1? multi-phase
What is the phase of Pu0.75Zr0.25? single-phase
What is the phase of BeFe? multi-phase
What is the phase of LiTa? multi-phase
What is the phase of Nb0.5Ta0.5? single-phase
What is the phase of Al0.1W0.9? single-phase
What is the phase of Cr0.5Fe0.5? single-phase
What is the phase of 
Al1Co1Cr1Cu1Fe1Ni1Ti1?

multi-phase
What is the phase of Cu0.5Mn0.5? single-phase
What is the phase of OsU? multi-phase

1. Tabular dataset with string 
representation of system 

2. Transform into sentences

3. Fine-Tune LLM (e.g. , 
GPT-3) to complete prompts

4. Query LLM to complete 
prompt

What is the phase of Co1Cu1Fe1Ni1V1?###

0@@@

LLM

What is the phase of Tb0.5Y0.5?###

1@@@

fine-tuned LLM

Nature Machine Intelligence 2024. (/w Berend Smit, Andres Ortega, Philippe Schwaller)



Automatminer 
Automatic machine learning that 
optimizes featurizers and models 
npj Computational Materials 2020, 6 (138).

CrabNet 
Composition-based transformer 
model 
npj Computational Materials 2021, 7 (77).

Domain-specific model (RF) 
Tree-based model with hand-tuned 
features on about 1000 points 
npj Computational Materials 2020, 6 (1). 

Outperforms the State-of-the-Art

55
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Datasets Tasks
“What is the 
transition wavelength of 
2-phenyldiazenylaniline”

“What is the lipophilicity 
of COc1cc(N2CCN(C)CC2)c3nc
(cc(N(C)C)c3c1)C(=O)Nc4ccc
(cc4)N5CCOCC5?”

“What is a molecule 
with E isomer transition 
wavelength of 325 nm,
Z isomer transition 
wavelength of 286 nm?”

Molecules

Materials

Reactions

Cl

N
N

“low”

Classification Regression Inverse Design

3.3

GPT -3 GPT -3 GPT -3

NO

Cl

N

P
O

O

O

N N

N
N

N
N

NH2

N

O
N

H
N

O N
ON

N
N N

N

Across Chemical Space
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As Simple as Sklearn

pip install gptchem | https://github.com/kjappelbaum/gptchem
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Run It on One GPU: Low Rank Approximation 
To Weight Updates

https://magazine.sebastianraschka.com/p/practical-tips-for-finetuning-llmsarXiv:2106.09685 2021

https://arxiv.org/abs/2106.09685
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Works for Different Representations

N
N

NO2

O=[N+](C(C=C1)=CC=C1/N=N\C2=CC=CC=C2)[O-] SMILES

[O][=N+1][Branch2][Ring1][Branch1][C][Branch1][Ring1][C][=C][=C][C][=C]
[Ring1][Ring2][/N][=N][\\C][=C][C][=C][C][=C][Ring1][=Branch1][O-1] SELFIES

InChI=1S/C12H9N3O2/c16-15(17)12-8-6-11(7-9-12)14-13-10-4-2-1-3-5-10/h1-9H/
b14-13- InChI

(Z)-1-(4-nitrophenyl)-2-phenyldiazene IUPAC name

Why not train a model on all of them at the same time?
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Data Augmentation via Multiple 
Representations (“multirep”)

Showing the same data point with 
different molecular representations 

For example, name, SMILES, 
SELFIES, InChI.  

Improves predictive performance. 

Provides some confidence measure.
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Predictions Without Training
Models of size ≥ GPT-3 (170B) 
perform in-context learning 

Examples incorporated directly into 
the prompt. 

Limited by context size. 

Not unique to OpenAI’s models. 

Stronger prompt design influence. 
 
Results obtained with Anthropic’s Claude-v1 model. 
GPR baseline: Chem. Sci. 2022, 13 (45), 13541–13551. 
Also see arXiv:2304.05341

support/training set size
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Predictions 
Without Training

 arXiv:2206.07682  2022 

No gradient steps, only examples 
in prompt

OCCN1CCN(CCCN2c3ccccc3Sc3ccc(Cl)cc32)CC1 True 
Cc1cccc(Nc2ccccc2C(=O)O)c1C False 
CC(C)NCC(O)COc1cccc2ccccc12 False 
CN1CCN(C2=Nc3cc(Cl)ccc3Nc3ccccc32)CC1 True 
Nc1ccc(C(=O)O)cc1 

It seems to be an “emergent” property
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https://t.ly/cdg2P



Advanced Use

64
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Director 
Orchestrating tools and 

novel interfaces
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LLMs Can Power 
Neurosymbolic 
Approaches
LLM plans actions, selects tools, 
and summarizes results.

Allows for introspection.

ReAct arXiv.2210.03629, Toolformer arXiv.2302.04761, MRKL Systems arXiv.2205.00445v1. 
Also see ChemCrow (arXiv:2304.05376) and Gabe Gomes (arXiv:2304.05332). 

https://doi.org/10.48550/arXiv.2210.03629
https://doi.org/10.48550/arXiv.2302.04761
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LLMs Reason, 
Observe, Analyze 

Tools are described in natural 
language

LLM parses the “fuzzy” input and 
selects suitable tools

Does so until it can answer the 
question

ReAct arXiv.2210.03629, Toolformer arXiv.2302.04761, MRKL Systems arXiv.2205.00445v1, https://
haystack.deepset.ai/blog/introducing-haystack-agents.

https://doi.org/10.48550/arXiv.2210.03629
https://doi.org/10.48550/arXiv.2302.04761
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Building This 
Requires 
Less Than 
100 Lines of 
Code … 

https://kjablonka.com/blog/posts/building_an_llm_agent/

Prompt describes 
tools



69https://kjablonka.com/blog/posts/building_an_llm_agent/

Call to model

Format prompt

Call tool and 
append to 

history



LLM

video audio

Peripheral devices I/O

Browser

Calculator 
Python interpreter 

Terminal 
….

Software 1.0 tools 
“classical computer”

File system 
(+embeddings)

Disk

context 
window

RAM

CPU

Other LLMs

Ethernet

LLM OS

GSon Cl

Ll

Slides taken from Andrej Karpathy 70
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73Matthew Evans, Joshua D. Bocarsly, Ben E. Smith

Chat with your ELN

Conventional user interfaces are rigid 
chemistry is flexible

LLMs can do semantic search

LLMs can dynamically create interface 
components

LLMs can reason about the data
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Load data from blog, use 
BeautifulSoup for parsing

Split text into fragments
Place fragments in 

vectorstore
Function to combine 
retrieved fragments

Build pipeline
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Langchain Expression Language Defines Pipelines
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Curator 
Extracting 

structured data

Defne Circi, Shruti Badhwar
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Text

{“nodes”:[ 
{“id”: 1, 
"name": "Si02 nanoparticles" 
"label": "Material" 
"attributes": { 
"diameter": "15 nm", 
"copolymer": "grafted block 
copolymer”} 

], 
{“edges” : [ 

{ 
"source": 1, 
"target": 6, 
"type": "properties" 
} 

]}

Knowledge Graph

15 nm diameter Si02 nanoparticles with 
a grafted block copolymer consisting of a 

5 nm rubbery polyhexylmethacrylate 
(PHMA) inner block and a 30 nm outer 

block of matrix compatible 
polyglycidylmethacrylate 

(PGMA) were synthesized to toughen an 
epoxy. A systematic study of the effect 
of block copolymer graft density (from 

0.07 to 0.7 chains/nm2) and block 
molecular weight (from 20 to 80 kg/mol) 

on the tensile behavior, fracture 
toughness, and fatigue properties was 

conducted. ...

15 nm diameter Si02 nanoparticles with 
a grafted block copolymer consisting of a 

5 nm rubbery polyhexylmethacrylate 
(PHMA) inner block and a 30 nm outer 

block of matrix compatible 
polyglycidylmethacrylate 

(PGMA) were synthesized to toughen an 
epoxy. A systematic study of the effect 
of block copolymer graft density (from 

0.07 to 0.7 chains/nm2) and block 
molecular weight (from 20 to 80 kg/mol) 

on the tensile behavior, fracture 
toughness, and fatigue properties was 

conducted. ...

Converting Unstructured Text Into Knowledge 
Graphs

Defne Circi, Shruti Badhwar
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116 Lines of 
Code!

Prompt model
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116 Lines of 
Code!

Write to database
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116 Lines of 
Code!

Build app  
to show graph
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Teacher 
Creating infinite 

personalized 
feedback

 Beatriz Mouriño,  Elias Moubarak, 
Joren Van Herck, Sauradeep 

Majumdar, Xiaoqi Zhang



82 Beatriz Mouriño,  Elias Moubarak, Joren Van Herck, Sauradeep Majumdar, Xiaoqi Zhang
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LLMs Can Play Many Roles

Director 
Orchestrating tools and 
creating novel interfaces

Curator 
Extracting structured 

data

All knowing professor 
Making experience and 
knowledge accessible 

Teacher 
Creating infinite amount 
of personalized feedback
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How Good Are LLMs Actually? 

>7000 Questions  

Based on exams, 
safety data, …

App for collecting 
human baseline

Test yourself at chembench.org  arXiv:2404.01475 

http://chembench.org
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How Good Are LLMs Actually? 

arXiv:2404.01475

automatically updated 41 respondents

209 diverse subset

chembench.org

Question: What is the number 
of signals in the 1H NMR 
spectrum of the molecule 
on the right?  
Answer:

closed-source models

open-weight models

diverse settings

...
Question: What is the number 
of signals in the 1H NMR 
spectrum of a molecule 
with SMILES [START_SMILES]
OCC1C2CC1(O)C2=O[END_SMILES]?   
...

Answer:

manually reviewed

(>7000 questions)

semantic annotation
curation 

corpus in BIG-bench format

topic leaders overall leaders

0.37

0.41

0.31

OHHO

O
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Are They 
Superhuman?

arXiv:2404.01475
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Are They 
Superhuman?

Performance varies 
drastically across topics
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They Are Super 
Confident!

Confidence estimates 
(verbalized) are not 
well calibrated
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Safety and Misuse

Models are fragile  

Models can show harmful behavior

Proceedings of the AAAI Conference on Artificial Intelligence 2024, 38 (19), 21527–21536.
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Safety and Misuse

Models are fragile  

Models can show harmful behavior

Proceedings of the AAAI Conference on Artificial Intelligence 2024, 38 (19), 21527–21536.

minor change in pixels
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Safety and Misuse

Models are fragile  

Models can show harmful behavior

Proceedings of the AAAI Conference on Artificial Intelligence 2024, 38 (19), 21527–21536.
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The ChemNLP Project

https://github.com/OpenBioML/chemnlp
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The ChemNLP Project
Tabular data 

Sampling engine for building prompts  

Knowledge graphs 
Sampling over walks on the graph 

Self-supervised data 
Based on structural properties  

Text-data 
Mining of *rxiv, EuroPMC, and open-
source books and datasheets
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The ChemNLP Project: Tabular Sampling 
Engine
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The ChemNLP 
Project: Molecule 
Captioning

Derive data just by analyzing 
SMILES/Molecules 

Model needs to connect text with 
3D structure



Foundation Models 
Provide New 
Opportunities for 
Chemistry

9696

Consolidation 
One approach for all applications 
(countering no-free-lunch intuitions) 

Incorporate context 
Text is a very flexible input format.  
Most time is wasted in inefficient 
information transfer. 

Reduces barriers 
First models can be built within minutes 
without training 
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July 9, 2024 – July 12, 2024 at CECAM HQ in Lausanne
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https://sites.google.com/view/ai4mat/
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Lab of AI for MAterials 
jablonkagroup.uni-jena.de

Adrian Mirza Nawaf Alampara

Collaborators
Johannes Brendel, Ben Blaiszik, Pepe Marquez, Michael Pieler, Santiago Miret, Stefan Zechel, Ulrich S. Schubert, 
Philippe Schwaller, Christoph Völker, Christoph Koch, Aswanth Krishnan, Berend Smit (LSMO, EPFL) 

Team members

Macjonathan  
Oreke

Benedict Emoekabu

Sreekanth Kunchapu Mara Wilhelmi

Reza Aliakbari Abdelrahman Ibrahim
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I’m hiring!
For Ph.D., PostDoc, MSc., internship, 
etc. in ML for materials/chemistry 
(and RDM tools) contact 
join@lamalab.org

cat cost nature

mailto:join@lamalab.org
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Bedtime Algorithms 
With our Chemical 
Assistants

Contact join@lamalab.org


