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Introduction: Single Atom Catalysts (SACs)

SACs revolutionize catalysis, excelling in performance, atom utilization, properties, and stability.
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https://onlinelibrary.wiley.com/doi/full/10.1002/smll.202202080


Chemical Reviews, 2001, 101, 6, 1779-1808 (DOI)

Introduction: X-ray Absorption Spectroscopy (XAS)
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XAS utilizes X-ray radiation to provide insights into composition, structure, and bonding.

https://doi.org/10.1021/cr9900681


J. Phys. Chem. Lett. 2017, 8, 20 (DOI) | J. Phys. Chem. Lett. 2021, 12, 8 (DOI)

Introduction: Deep Learning for XAS
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Supervised Learning:

Unsupervised Learning:

This kind of ML models can be trained on 

specific structural parameters such as 

coordination number, distances or the Pair 

Distribution functions (PDF).

An alternative is to "learn" from a compressed but 

still meaningful representation through 

unsupervised learning. This unique representation 

was linked to structural parameters.

https://doi.org/10.1021/acs.jpclett.7b02364
https://doi.org/10.1021/acs.jpclett.0c03792


Main Goal
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Results: Training Strategy
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Results: Theoretical Dataset

TmQM_wB97MV

• Number of structure: 86k
• Molecular
• Diverse in terms of structure
• Type of data:

• Structure: Experimental
• EXAFS: Theoretical

J. Chem. Inf. Model. 2023, 63, 24, 7642–7654 (DOI)

https://pubs.acs.org/doi/full/10.1021/acs.jcim.3c01226
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Results: EXAFS Workflow

• Automatic decision making.

• Reproducibility and traceability for science.

• The user can focus on science instead of tedious tasks.
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Results: GNN Model

• Graph Representation: Nodes are initialized with unique one-hot encoded arrays and edge 
resembling chemical bonds in the structure.

• Graph Neural Network (GNN): The model is constructed with 3 main building blocks, linear 
transformations, graph convolutions and pooling operations.
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Results: Model Performance (Theoretical vs Theoretical)

Training on TmQM_wB97MV

Performance on 10% Testing
MAE: 0.026
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Results: Model Performance (Theoretical vs Theoretical)

Performance on Pt-PTI:
MAE: 0.044 



Future Steps
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Data Collection:

• Collect experimental data to fine-tune the GNN model

Deep Learning:

• Implementing different fine-tuning strategies (e.g., Gradual Unfreezing)

Application:

• Use our method for real world problems
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